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Preliminary Design Rendering
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Overview – Replacement for NBP
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Nathaniel B. 
Palmer

Antarctic 
Research Vessel

Length 309 ft 365 ft Bigger

Sci/Tech Berthing 45 55* More scientists

Total Lab Space 3,805 sq ft 4,497 sq ft More lab space

Working Deck Space 4,054 sq ft 7,197 sq ft More deck space

Endurance 65 days 90 days* Longer endurance

AND greater icebreaking capability
>4.5 ft @ 3 kts (Polar Class 3)*

RVIB Nathaniel B. Palmer

Antarctic Research Vessel

*Key Performance Parameter (KPP)
   Current Design & Hull Form meets all KPPs



ARV Placemat with Specifications



General Arrangement – Profile
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Drawings & Reports go to:
https://future.usap.gov/arv-doc-library/ 

https://future.usap.gov/arv-doc-library/


ARV Schedule
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Next Steps:
• RFP and Selection of the Vessel 

Integrator to complete the project. 
(CY 24)

• Final Design Phase (CY 24-26)
• Final Design Review (CY 26)
• Appropriation and Approvals to 

start Construction Stage (CY 26)



CI & CS Project Guidance
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• NSF Research Infrastructure Guide - https://www.nsf.gov/pubs/2021/nsf21107/nsf21107.pdf 
• Section 6.3 – Cyber Security Requirements

• ARV Performance Specification & Science Mission Requirements
• ARV Project Execution Plan

• Section 7 and Appendix 13 – Systems Engineering Plan includes Cyber IPT
• Section 12 – Cyber Infrastructure and Cyber Security

https://www.nsf.gov/pubs/2021/nsf21107/nsf21107.pdf


ARV Project Team – Cyber = Key Component
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CI – Complex and Extensive CI Requirements
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• Ship Operations Systems
• Power Management
• Propulsion Control
• Navigation
• Communications
• Life Support 

• Science Systems
• Communications
• Data management
• Data Use, Display, Archive
• Acoustic Systems
• Met Sensors
• Seawater Sensors
• Ice and Weather 
• Remote Access & 

Outreach
• Guest Network

• Personal Use & Comms



CI – Topside Arrangement – Comms & Sensors
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CI – SATCOM Arrangements 
Planning for the Future
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G&C recommends 
developing a design 

budget process using a 
Space, Weight, and 
Power and Cooling, 

commonly referred to 
as “SWaP-C,” design 

based around the latest 
technology models" 

that could be used for 
ship design and 

construction. 



CI – Acoustic Systems
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CI – Lab Spaces – Server Room
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CI – Network Diagrams – Three Networks
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CI – Network Diagrams – Vessel Network
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CI – Network Diagrams – Science Network
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CI – Network Diagrams – Guest Network
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The end result – fitting it all in…
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Lessons Learned from other projects:
• Model the routing of cables and placement of equipment before starting 

installation.
• 3D modeling down to very small (less than 1” diameter) cables
• 3D modeling of all equipment foundations and locations

• Make sure all related equipment is identified and located in detailed 
construction drawings.
• Finding a suitable location after construction has started is 

problematic and uses space allocated for some other use.
• Specify actual equipment (make/model) as late as possible in the 

construction process.
• Design and model representative space, weight, power, cooling, 

connections and locations that will accommodate the eventual 
equipment selection. “SWaP-C” mentioned earlier.

• Don’t underestimate size, weight, power requirements in early 
design efforts 

• Visualize and diagram all connections, integration and utilization of all 
Cyberinfrastructure as part of creating the design documentation.



Science & Cyber Community Engagement

Science
Community 
Engagement

Science Advisory Subcommittee (SASC)
Reports: 

https://future.usap.gov/arv-community-input/ 

• Dr. Amy Leventer, (Chair) Colgate University
• Ms. Alice Doyle, UNOLS
• Dr. Carlos Moffatt, Univ of Delaware
• Dr. Deborah Steinberg, VIMS
• Dr. Kristin O’Brien, UAF; GEO AC Rep
Past Members
• Dr. Patricia Quinn, NOAA/PMEL
• Dr. Clare Reimers, OSU
• Dr. Bruce Appelgate, UCSD/Scripps 

* Seeking nominations for 3 new members
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• ARF (UNOLS) Cyber Working Group (CIWG)
• Weekly Meetings

• ARV (UNOLS) Facilities Groups
• Multibeam Advisory Committee (MAC)
• UHDAS – ADCP Data Acquisition
• Shipboard Automated Meteorological 

and Oceanographic System (SAMOS)
• Rolling Deck to Repository (R2R)

• Trusted CI – Cyber Security Support
• Compass CI – Cyber Infrastructure Support

https://future.usap.gov/arv-community-input/


Compass CI Review & Recommendations
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CI Recommendations for the Antarctic Research Vessel (ARV)
Author(s): Anirban Mandal, Ilya Baldin, Erik Scott, Ewa Deelman (CI Compass)

Date: September 15, 2023

1. Develop canonical science use cases to help exercise the CI system.
Develop a small set of validating science use cases, both current and projected, representative of the scientific 
experiments performed by the broader NSF Office of Polar Programs (OPP) researcher community.
a. Attach soft performance expectations and any other specific requirements (compute, network, storage) for each of 

the validating canonical science use cases.
2. Design “CI Cruise” to overlap with ship design reference mission to validate canonical science use cases.

Develop a detailed plan for piggybacking design and evaluation of the shipboard CI capabilities with respect to the 
validating science use cases during the 90-day ship design reference missions. This can be referred to as “CI Cruise”.

3. Develop and test on a small-scale twin of shipboard CI infrastructure.
Develop a sandbox testing platform that is a small-scale twin of the planned CI for the research vessel on shore-side, and 
identify a small number of teams willing to test drive the science use cases in that small-scale twin

4. Develop vessel IT operational use cases.
Develop canonical operational use cases to design, test and validate the general IT operations that are required during 
all cruises. These use cases should exercise all IT functions in the ship, e.g. external comms, internal comms, PA, 
entertainment systems, ship alarms, CCTV, email, guest WiFi network, DNS and other network functions, etc.



Design Reference Mission (DRM) – CI Version
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Compass CI Recommendation # 2 is to create a companion CI 
Cruise Scenario to evaluate the CI/CS requirements to support 
this Design Reference Mission.



Next Steps
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• Final Design Phase
• Continue to develop the Ship-wide Network Diagram moving from a Logical Diagram to a Physical Diagram

• Depicting cable type
• Determining exact placement of individual equipment
• Developing rack diagram

• Continue Development of Cyber Security Controls
• Security Control Traceability Matrix (SCTM) – 5E1-402-P001
• NIST SP 800-53 Rev 5
• 356 controls shaping three networks’ security stance
• Sets subsequent phases up for cyber success

• Continue reaching out to the Science and Cyber Community
• Attendance at UNOLS CIWG Ship Ops and Tech Services meetings provide beneficial insight
• Compass CI to review updated Network Diagrams and CI details
• Trusted CI to review Cyber Security planning
• NSF CI/CS program officers and USAP CI/CS expertise continued involvement in ARV project development.

• Construction Stage
• Continue Design Development w/Ship Builder – Source specific vendors and equipment
• Installation of CI and Testing



Community Outreach and Public Info
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future.usap.gov/arv

http://future.usap.gov/arv
http://future.usap.gocv/arv


Antarctic Research Vessel Summary

❖ ~20 years of sustained scientific demand

❖ Continued ability to support cutting edge 
NSF research for the next 40 years

❖ Enhanced capabilities over existing    
USAP research vessel

❖ Strong Teaming with Industry
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Preliminary Design Rendering
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Preliminary Design Rendering
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Questions


