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Next generation data delivery for LIGO

LIGO project undertaking a complete overhaul of its stream
processing and data distribution infrastructure. Goals:

Online/offline data access with the same interface
Ability publish “derived” data streams that are immediately
discoverable and accessible.

e Automatic data discovery



Next generation data delivery for LIGO
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raw data stream from DAQ:

~20k "fast" channels (2-16 kHz)

~200k "slow" channels (16 Hz)

1/16 second block size produce channels
~70 MBps
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Data Mesh is a data management and distribution concept that seems to be
gaining some traction in the tech world. The basic tenants are:

e Distributed domain-driven architecture
o No centralized data store, different domain manage their own data products.

e Data as a product
o Data is discoverable, addressable, trustworthy, self-describing, etc.

e Self-serve data infrastructure
o Individual domains serve their own data.

e [ederated data governance
o Global standards for protocols and APIs, centralized registry of data products, etc.


https://martinfowler.com/articles/data-monolith-to-mesh.html
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e Each “domain” (site, pipeline, working group,
etc.) defines and manages their own data
products.

e Common shared protocol, API, and
interfaces for access

e Standardized data types

Centralized registry of domains

e Data discoverable across domains |
(detectors, pipelines, etc) Arrakis pn
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