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What was the goal of this project?

● Test the ability of a LLM to convert old code from shell 
to Python

● Inform software engineers at NCAR (and everyone else) 
of the possibilities that LLMs create for development

● Stay mindful of environmental impact
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What are LLMs? How can they help write code?

● LLMs are large language models
● Understand and imitate language styles
● Generate text
● Different models are capable of

○ Answering questions during programming and 
debugging

○ In-line predictions
○ Agentic coding
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What is the topography updating script?

● A script run when Community Earth System Model 
(CESM) restarts
○ Scripts can only run for so long at a time on 

Derecho
● Its purpose is to update topography when these 

restarts occur
● Transferring topography data between different files
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How does Claude work?

● In-browser generative chatbot that responds to written 
prompts

● Can generate text in chat or as a document in various 
types (e.g., .txt, .py)

U.S. National Science Foundation, Grant #2127548



Interacting with Claude

There are two good strategies I found and tested out to get 
Claude to really do what you want it to do

● Ask Claude to prompt you with questions

● Give Claude a role to take on
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Working on the conversion

● Using the role-playing strategy, asked Claude to create 
a plan of a conversion strategy
○ Target python architecture, different error classes

● Asked Claude to follow this plan and carry out the 
conversion
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Working on the script

● Asked Claude to create a suite of unit tests to test the 
output of the conversion against the original
○ There was a lot of back and forth as I asked for 

revisions
○ In the end, the original test suite worked the best
○ With too much kneading of the output, it can go off 

the rails…
● Made two minor manual changes to script, then it ran

○ Changing one directory
○ Removing testing parameters
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Testing Output

In the end, 33 out of 
51 of the tests 
Claude created 
passed. Not bad!
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Next steps

Since the summer is over, I think these would be good 
next steps to continue this project:

● Deeper review of the final script Claude produced and 
the output from testing

● Trying out other LLMs, like GitHub Copilot, which have 
different features
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Notes on environmental impact

● Unsurprisingly, LLMs use a lot of energy (and water!)
● Manufacturing hardware, training, queries, cooling 

machinery down
● Hard to know exactly how much energy they use, but 

estimates show it is significant
● Benefits can outweigh the negatives, but we should 

always be aware and proactive.
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Thank you all for 
tuning in!

Thank you to Kate and Brian from NCAR, 
the folks at CI Compass, and Professor 

Matthew Lamoureux from UConn, and the 
NSF ( through U.S. National Science 

Foundation, Grant #2127548) 
who made this summer possible!
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